from sklearn.datasets import load\_digits

import pandas as pd

dataset = load\_digits()

dataset.keys()

Output

dict\_keys(['data', 'target', 'frame', 'feature\_names', 'target\_names', 'images', 'DESCR'])

dataset.data[0].reshape(8,8)

output

array([[ 0., 0., 5., 13., 9., 1., 0., 0.],

[ 0., 0., 13., 15., 10., 15., 5., 0.],

[ 0., 3., 15., 2., 0., 11., 8., 0.],

[ 0., 4., 12., 0., 0., 8., 8., 0.],

[ 0., 5., 8., 0., 0., 9., 8., 0.],

[ 0., 4., 11., 0., 1., 12., 7., 0.],

[ 0., 2., 14., 5., 10., 12., 0., 0.],

[ 0., 0., 6., 13., 10., 0., 0., 0.]])

from matplotlib import pyplot as plt

%matplotlib inline

plt.gray()

plt.matshow(dataset.data[9].reshape(8,8))

![](data:image/png;base64,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)

dataset.target[9]

Output

9

df = pd.DataFrame(dataset.data, columns=dataset.feature\_names)

X = df

y = dataset.target

**from** sklearn.preprocessing **import** StandardScaler

scaler **=** StandardScaler()

X\_scaled **=** scaler**.**fit\_transform(X)

**from** sklearn.linear\_model **import** LogisticRegression

model **=** LogisticRegression()

model**.**fit(X\_train, y\_train)

model**.**score(X\_test, y\_test)

Output

0.92

USAREMOS PCA PARA RECUDIR FEATURES

len(df.columns)

Output

64

**Use components such that 95% of variance is retained**

from sklearn.decomposition import PCA

pca = PCA(0.95)

X\_pca = pca.fit\_transform(X)

pca.explained\_variance\_ratio\_

pca.n\_components\_

Output

29

X\_train\_pca, X\_test\_pca, y\_train, y\_test = train\_test\_split(X\_pca, y, test\_size=0.2, random\_state=30)

from sklearn.linear\_model import LogisticRegression

model = LogisticRegression(max\_iter=1000)

model.fit(X\_train\_pca, y\_train)

model.score(X\_test\_pca, y\_test)

**PCA created 29 components out of 64 original columns**

X\_pca

X\_train\_pca, X\_test\_pca, y\_train, y\_test **=** train\_test\_split(X\_pca, y, test\_size**=**0.2, random\_state**=**30)

**from** sklearn.linear\_model **import** LogisticRegression

model **=** LogisticRegression(max\_iter**=**1000)

model**.**fit(X\_train\_pca, y\_train)

model**.**score(X\_test\_pca, y\_test)

Out[53]:

0.96944

**Let's now select only two components**

pca **=** PCA(n\_components**=**2)

X\_pca **=** pca**.**fit\_transform(X)

X\_pca**.**shape

Out[95]:

(1797, 2)

X\_pca

Out[96]:

array([[ -1.25946639, 21.27487891],

[ 7.95760922, -20.76869518],

[ 6.99192341, -9.95598163],

...,

[ 10.80128435, -6.96025523],

[ -4.87210315, 12.42395926],

[ -0.34438701, 6.36554335]])

pca**.**explained\_variance\_ratio\_

Out[97]:

array([0.14890594, 0.13618771])

**You can see that both combined retains 0.14+0.13=0.27 or 27% of important feature information**

X\_train\_pca, X\_test\_pca, y\_train, y\_test **=** train\_test\_split(X\_pca, y, test\_size**=**0.2, random\_state**=**30)

model **=** LogisticRegression(max\_iter**=**1000)

model**.**fit(X\_train\_pca, y\_train)

model**.**score(X\_test\_pca, y\_test)

\*Out[98]:

0.6083333333333333

We get less accuancy (~60%) as using only 2 components did not retain much of the feature information. However in real life you will find many cases where using 2 or few PCA components can still give you a pretty good accuracy